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Abstract—The Internet of Things (IoT) technology with a variety of smart devices, communication networks, and software systems for data processing is critical for optimizing Smart Grid operations. While energy demand forecasting is an integral part of Smart Grid management, there is no a general forecasting method which works best across different situations and scenarios. In this paper, we design, build, and compare three forecasting methods to show how these approaches can be trained on time-series data with limited intervention from users, i.e., enabling automated model selection. Using smart meters measurements collected from 114 residential apartments over two years, and weather information for the same period, we build the following three models: (i) a piecewise linear regression model, (ii) the univariate seasonal ARIMA model, and (iii) the novel multivariate LSTM model (a special form of Recurrent Neural Network). While the designed linear regression model could be used for longer-term planning, the constructed LSTM model significantly improves the accuracy of short term (24 hours) demand prediction compared to both the linear regression and ARIMA models. However, training LSTM and modeling with ARIMA require higher computing resources and longer runtimes (45 min and 125 min respectively) compared to 2 min for building and predicting with linear regression model. Therefore, the automated best model selection can be driven by the user-defined metrics of interest, such as model accuracy, required computing resources, model usability, and model construction/execution time.

Index Terms—Smart Grid, smart meters, data analytics, demand forecasting, automated model selection.

I. INTRODUCTION

Utility companies are looking to leverage IoT to improve the management and operation of Smart Grids [1]. One of the enabling components of Smart Grid is the Advanced Metering Infrastructure (AMI) [2]. AMI is an integrated system of smart meters [3], communication networks, and data management systems, that supports two-way communication between utilities and customers. It enables new useful functions such as the ability to automatically and remotely measure electricity use, connect and disconnect service, identify outages, etc.

Understanding patterns and trends of energy consumption in the residential sector is crucial for utility companies to properly support and provision their current and future services. In this paper, we consider the issues of workload analysis, performance modeling, and demand forecasting based on collected historical data. We analyze the UMass Apartments dataset – smart meters data measurements and weather temperature reports available over 2 years at a fine time granularity [8].

First, we build a piecewise linear regression model to forecast future energy demands. This model could be used as an effective tool for analyzing a variety of "what-if" scenarios, e.g., impact of colder/warmer weather for optimizing the future energy distribution across the utility grid.

Using the same training data, we design the univariate seasonal ARIMA model and a novel multivariate LSTM forecasting model, which is a special form of RNN. Our results show that the designed LSTM model improves the accuracy of short term (24 hours) demand prediction by 31% and 19% compared to the piecewise linear regression model and ARIMA results respectively. However, constructing LSTM and predicting with ARIMA require higher computing resources and longer runtimes (45 min and 125 min respectively) compared to 2 min for building the linear regression model.

We introduce elements of automation in each of these models to take away the burden of manual and tedious modeling tasks. In building an ARIMA model, searching over all possible models with different hyper-parameters is time consuming. We describe a series of tests on the time-series data to establish ARIMA hyper-parameter configurations, so the model’s effectiveness is more readily attained in practice. We implement a break point detection technique to determine the number of breaks in the piecewise linear regression model. The simulations show that our procedure works well in identifying the segments for energy usage in residential buildings. We demonstrate the automated feature selection in the data to aid accurate predictive model.

Once the forecasting problem is formulated and modeled, the users can choose the right forecasting technique based on the metrics results, run time and computing resource requirements. This way, the user’s choice of the model can be driven by important considerations, such as modeling intentions (i.e., short vs long term forecast, or the analysis of possible hypothetical scenarios), performance accuracy, required computing resources as well as the model construction, training, and the execution time.

The remainder of the paper presents our results in more detail.

II. ENERGY CONSUMPTION DATA ANALYSIS

The dataset used in our study is based on the UMass Apartments dataset, which is a part of the UMass Trace repository [8]. The created data collection infrastructure (built as part of the Smart* project) records the smart meter data from real homes in Western Massachusetts for 2015 and 2016. For 2015, the measurements of electricity usage from 114 residential apartments are reported at 15 minute granularity. For 2016, the dataset contains one minute granularity electricity usage from all 114 residential apartments. Moreover, the UMass Apartments dataset includes the weather station data (reported each hour) with key weather variables such as humidity, pressure, temperature, wind speed, and rainfall.
First, by using 2016 data (collected at 1 min granularity), we aim to analyze the effect of different time scales on average energy consumption. The energy consumption is known to vary significantly from minute to minute, hour to hour, day to day, and month to month. Figure 1 shows the energy consumption of an arbitrarily selected apartment at 1 min granularity during a day. We observe that at a minute granularity the energy usage is very bursty: the proportion of intervals with high and low energy values is very high, making it practically impossible to accurately forecast future energy usage values at this scale.

![Fig. 1. Energy usage of an apartment over a day at 1-minute scale.](image1)

Figure 2 shows the energy consumption aggregated for all 114 apartments at an hourly scale. The aggregate consumption plot is smoother, it has pronounced usage peaks. It suggests that many apartments in the collected dataset have similar daily energy usage patterns.

![Fig. 2. Mean hourly energy usage for all 114 apartments over a day.](image2)

Most people spend active time at home during the mornings (before they leave for work) and in the evenings (after they get back home from work or school). Therefore, they tend to use the electrical appliances more often during the morning/evening ramp resulting in the increase in energy usage between 5:00 am and 8:00 am followed by an early evening time window of 3:00 pm to 8:00 pm. Two peaks shown in Figure 2 demonstrate this pattern.

Additionally, the energy consumption curve has different seasonal usage patterns, i.e., it changes with the season of the year. Figure 3 shows the mean energy consumption across 114 apartments plotted for different months over two years, while Fig. 4 shows the measured temperature for the same period.

The energy usage and weather temperatures over two years are similar (while 2015 year was a slightly colder year with a slightly higher overall energy consumption compared to 2016). Figure 5 shows the association between the different contributing factors, i.e., weather temperature during the month of January (12 am to 5 am time interval) and the mean hourly energy consumption during this period. The red regression line running via the set of data points shows a good linear relationship between the weather temperature and the energy consumption.

![Fig. 3. Mean hourly energy usage of 114 apartments in 2015-2016.](image3)

![Fig. 4. Hourly temperatures across 2015 and 2016.](image4)

![Fig. 5. Linear regression model fit for the mean hourly energy consumption during January, 2015, 12 am to 5 am time interval.](image5)

### III. A PIECEWISE LINEAR REGRESSION MODEL

Our goal is to predict the aggregate hourly energy demand of a given residential area, which is one of the primary forecasting problems for utility companies. As we have shown in Section II, there is a number of timing parameters of importance for modeling and predicting the energy demands: season and time of the day. Therefore, we aim to build a piecewise linear regression model characterizing the energy demand as a function of weather temperature in specific time intervals: such as month of a season and time of the day:

1) **Building the season specific models:** Residential energy sector shows a high seasonal variation in energy use, with significant demand spikes during late autumn, winter, early spring. To capture this seasonal variation, we build 12 monthly regression sub-models, one for each month of the year.

2) **Building the models based on time of the day energy usage patterns:** As shown in Section II, there are specific energy usage patterns (peaks and lows) at a daily scale which require careful modeling. We use an automated way to detect peaks and lows of energy consumption over 24 hours of a typical day (obtained by averaging the hourly demands across the same hour in the dataset).

In the UMass apartment dataset, we identified 5 daily usage patterns according to peaks and lows shown in Figure 2: 1) 12:00 am – 05:00 am, 2) 06:00 am - 08:00 am, 3) 09:00 am - 03:00 pm, 4) 04:00 pm – 08:00 pm, and 5) 09:00 pm – 12:00 am. For each of the five daily intervals, we are creating a linear regression model that reflects the energy usage in the given time interval.
Therefore, we aim to build (in automated way) a piecewise linear regression model\(^1\) for different time segments:

\[
M_{i,j}(\text{month}_i, \text{hours of day}_j)
\]

where \(1 \leq i \leq 12\) and \(1 \leq j \leq 5\) based on the data properties of the UMass apartment dataset. Each model \(M_{i,j}\) is built by using the corresponding subset \(Data_{i,j}\) of time series data from the original dataset. Therefore, we can form the following set of equations:

\[
E^{i,j}_n = c^{i,j}_0 + c^{i,j}_1 \times T^{i,j}_n, \quad \text{where}
\]

- \(E^{i,j}_n\) is the energy usage for hour \(n\) in \(Data_{i,j}\);
- \(T^{i,j}_n\) is the weather temperature for the same hour \(n\);
- \(c^{i,j}_0\) and \(c^{i,j}_1\) are the regression coefficients.

To solve for \((c^{i,j}_0, c^{i,j}_1)\), we use a Least Squares Regression.

IV. SEASONAL ARIMA MODEL

ARIMA offers a model-driven approach to forecasting time series. It is a powerful combination of two models: AR (Auto-Regressive) and MA (Moving-Average), i.e., it is a linear function of the past values and the moving average errors. It can be expressed as follows:

\[
y = f(y_{t-p}, e_{t-q}) + \mu,
\]

- \(y_t\) is the predicted energy usage at time \(t\),
- \(y_{t-p}\) are the past energy usage values,
- \(e_{t-q}\) is the error from \(q\) past moving averages,
- \(\mu\) is the constant.

ARIMA model, usually denoted as ARIMA\((p, d, q)\), takes three parameters \(p\), \(d\), and \(q\) for prediction. A value of \(p\) refers to the auto regressive lags (relationship between current and past observations), \(q\) stands for the moving average lags (forecast errors of the moving average model), and \(d\) is the order of differentiation.

We perform the ARIMA modeling and automated parameters’ tuning in following three phases:

- **Checking for data stationarity:** In order to model a time series using ARIMA, the series has to be stationary. A time series is said to be stationary if its statistical properties like variance, covariance and mean remain constant over time. From our earlier plots, we could visually see that the data is not stationary (variation in energy consumption across months), and we confirm this by using the Augmented Dickey-Fuller test. Therefore this requires differencing of the series before proceeding with ARIMA modeling. This is done by setting the differencing parameter \(d\) as 1. It takes the time series, and for each value in the series, it subtracts the previous value:

\[
y_{dt} = y_t - y_{t-1}, \quad \text{where}
\]

- \(y_{dt}\) is the differenced energy usage value at time \(t\),
- \(y_t\) is the actual energy usage at time \(t\),
- \(y_{t-1}\) is the energy usage at time \(t - 1\).

- **Identifying orders of \(p\) and \(q\):** After making the data stationary, the next step is to identify the AR and MA terms. It is done by plotting the ACF (Autocorrelation Function) and PACF (Partial Autocorrelation Function) on the differenced series shown in Figure 6.

ACF plot gives the correlation between the series and its lags, whereas PACF measures the degree of association between the two observations. The ACF plot (Figure 6, left) shows a recurrent pattern with spikes at every 24\(^{th}\) lag (see spikes at 24 and 48 data values), which is a sign of a seasonal pattern involved. Therefore, we make use of a seasonal ARIMA model, which is denoted as ARIMA\((p, d, q)(P, D, Q)\), where \(P\), \(D\), and \(Q\) identify the seasonal part of the model.

The regularity of the time series is 24, denoting the daily pattern. Since the lag at 24 is positive, it suggests \(P = 1\) and \(Q = 0\). The lags after which ACF and PACF first time get negative values indicate the number of AR and MA terms respectively. As shown in ACF and PACF plots in Figure 6, this happens at lag = 2. This suggests using \(p = 2\) and \(q = 2\) as the orders of ARIMA parameters. All the terms put together gives us ARIMA\((2, 1, 2)(1, 0, 0)\).

- **Forecasting:** In this study, we focus on the ARIMA univariate model, i.e., the future energy usage forecast is only driven by the past energy usage data from the history. We perform a multistep rolling forecast using ARIMA model to determine the energy usage in the next 24 hours. This was implemented as a sliding window rolling forecast for the entire year of 2016, predicting the usage for the next 24 hours as a multistep forecast, followed by sliding the window by those many steps and then retraining the model after each forecast.

V. LSTM MODEL

The Long Short-Term Memory (LSTM) is a Recurrent Neural Network (RNN) proposed by Hochreiter and Schmidhuber in [10]. LSTM can seamlessly model multivariate time-series data. Additionally, it supports scenarios when predictions depend on the historical context of inputs, rather than the last input. The LSTM architecture has the ability to recognize patterns in the presence of correlation between the time series and its lagged versions. This modeling approach enhances RNN by enabling long term persistence, and unlike other neural networks, it does not suffer from vanishing gradient problem.

We aim to build an LSTM model to provide the energy usage forecast for each hour in the next day (i.e., the next 24 hours), given the energy usage data along with the calendar and temperature details of the last 2 days, i.e., previous 48 hours. We use the entire data from 2015 (i.e., 365*24=8760 hours of data) as a training set and the 2016 data as a testing set. The steps below explain our approach to building LSTM for the targeted energy demand prediction:

- **Feature Selection:** The LSTM model, designed in this paper, makes use of the hourly energy usage data and weather temperature information. In addition, it takes into account the attributes like hour of the day, weekday/weekend indicator, and month for more accurate model building.

\(^1\)See our earlier paper [9] for more details on energy forecasting and regression modeling at multiple time scales, augmented with correlation analysis of weather features and energy usage.
VI. AUTOMATED MODEL SELECTION METRICS: ACCURACY, COMPUTE REQUIREMENTS, AND RUNTIME

We implemented and evaluated the three designed models using the following computing environments:

- **Lenovo ThinkPad T440S laptop**, with Intel(R) i7-4600U CPU @ 2.10GHz, 2 Core(s), 12 GB RAM (for **ARIMA and LSTM models**).
- **Dell Precision T1700 workstation**, with Intel(R) Xeon(R) CPU E3-1240 v3 @ 3.40GHz, 4 Core(s), 16 GB of RAM, with NVIDIA GeForce GTX 1080 GPU, 8.4 GB GPU memory (for the **LSTM model**).

To formally evaluate the prediction accuracy of the designed models, we compare the predicted energy usage value $E_{\text{pred}}^n$ with the true, measured value $E_{\text{meas}}^n$.

We compute the following two metrics:

$$\text{prediction_error} = \frac{1}{N} \sum_{n=1}^{N} \left| E_{\text{meas}}^n - E_{\text{pred}}^n \right|$$

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} \left( E_{\text{meas}}^n - E_{\text{pred}}^n \right)^2}$$

where $N$ is the total number of observations in a dataset.

We use two sets of metrics for evaluating the constructed piecewise regression model: (i) the accuracy of the fit, i.e., the modeling errors on the training dataset (2015 year), and (ii) the accuracy of the future prediction, i.e., the prediction errors on the testing dataset (2016 year).

Table I shows the prediction errors and RMSE of the constructed piecewise linear regression model on the training and testing datasets. The modeling results are quite accurate: with mean prediction errors of 12% (for the model fit) and 19% (for the future prediction) and small RMSE values. Note, that the RMSE measure highly depends on the results’ numerical values. For months with colder temperature, the energy usage values are higher, resulting in slightly higher RMSE.

For designed ARIMA and LSTM models, we perform a multistep rolling forecast to determine the energy usage in the next 24 hours. This was implemented as a sliding window rolling forecast for the entire year of 2016, predicting the usage for the next 24 hours as a multistep forecast.

Table II shows the prediction errors seen with different multistep predictions. The 24-hour forecast prediction error indicates the mean error calculated for all the 24-hour forecasts made for an entire year of 2016. Similarly, 1, 2 and 10-hour forecast errors summarizes the respective multistep forecast errors over 2016.

Both the ARIMA and LSTM models do very well for a short term forecast of 1 or 2 steps (hours) ahead. With the increased number of steps, the errors get higher for both methods. Overall, LSTM has a higher accuracy forecast (19% improvements) compared to ARIMA.

Table III shows the mean prediction error for all three models and selected months in 2016.

For February and November (colder months, with high variance in temperature) the linear regression accuracy is similar or slightly better than LSTM results. Both of these models take the weather temperature as a critical feature while ARIMA is missing on this information and performing worse. However, during July, when temperature is not well correlated with energy usage, the linear regression model results are similar or slightly better than LSTM results. Both of these models take the weather temperature as a critical feature while ARIMA is missing on this information and performing worse. However, during July, when temperature is not well correlated with energy usage, the linear regression model results are similar or slightly better than LSTM results. Both of these models take the weather temperature as a critical feature while ARIMA is missing on this information and performing worse. However, during July, when temperature is not well correlated with energy usage, the linear regression model results are similar or slightly better than LSTM results. Both of these models take the weather temperature as a critical feature while ARIMA is missing on this information and performing worse.
it takes longer to train/build the model (depending on the number of epochs), and it requires the server with GPU. In our case, it takes about 10-13 secs per epoch to train the model with the 2015 data (i.e., 45 min for 200 epochs), and the hourly predictions for the entire 2016 takes 5 sec.

When approaching a forecasting problem, there are many different algorithms to choose from, and the best model selection could be defined by a variety of the user performance objectives and requirements, such as

- Model accuracy,
- Model simplicity,
- Compute requirements,
- Training time,
- Forecasting time period,
- Rolling forecasting period, etc.

Consider the parameters (discussed above) as a guidance for a model selection. If the user is looking for a season specific model, say a model that is simple, explainable, and works well for winter months, a Linear Regression should be used. On the other hand, if the user prefers the model accuracy over compute requirements and complexity, and is looking for a model that works well for all seasons, then LSTM model will be a winning candidate. If the user is looking for a short term forecasting model, that is simple and efficient and works decently well for all the seasons, then ARIMA model will be chosen. Therefore, the user can specify a set of metrics of interest to navigate the automated choice of the best forecasting model over time.

VII. RELATED WORK

Energy demand forecasting has been broadly studied due to the problem importance and its significance for utility companies.

Statistical methods use historical data to predict energy consumption as a function of most significant variables. The detailed survey on regression analysis for prediction of residential energy consumption is offered in [11]. The authors believe that among statistical models, linear regression analysis has shown promising results because of satisfactory accuracy and simpler implementation compared to other methods. In many cases, the choice of the framework and the modeling efforts are driven by the specifics of the problem formulation. In [12], linear regression is used to predict the country annual energy use as a function of GDP, GDP per capita, population, population growth, and industrial growth rate. Our piecewise linear regression approach differs from the described above: we automatically identify the time-related (linear) daily usage patterns as well as apply seasonal sub-modeling.

While different studies have shown that weather variables and electricity demand can be used in multivariate modeling, the univariate methods like ARMA and ARIMA [4], [5] might be sufficient for short term forecast.

Machine learning (ML) and artificial intelligence (AI) methods based on neural networks [6], [7], support vector machines (SVM) [13], and fuzzy logic [14] were applied to capture complex non-linear relationships between inputs and outputs. When comparing ARIMA and artificial neural networks (ANN) modeling, some recent articles provide contradictory results. In [15], ARIMA achieves better results than ANN, while the study [16] claims that ANN perform slightly better than ARIMA methods. In our work, we construct the LSTM-based forecasting model (a special memory-based extension of RNN). The LSTM model works well for a short term (daily) demand prediction, and indeed, automatically captures non-linear daily patterns. In our work, we pursue an additional effort to automate and tune model parameter settings, as well as to navigate the best model selection according to the user requirements.

VIII. CONCLUSION AND FUTURE WORK

In this work, driven by a variety of modeling and forecasting needs, we design, build, evaluate, and compare three models: (i) a piecewise linear regression model (ii) the univariate seasonal ARIMA model, and (iii) the multivariate LSTM model. We introduce elements of automation in each of these models to take away the burden of manual and tedious modeling tasks. The three constructed models have different computing resource requirements and training times, which need to be taken into account in guiding the user model choice for energy demand forecasting tasks.

In the future work, we plan to apply our models to more diverse datasets by enhancing the models with a clustering support phase. By clustering the similar usage building/sectors, we will enable the automated parameter tuning and selection of the models applied to the created data clusters.

REFERENCES